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Figure 1. Template alignment in iris recognition: circular-shifting

1. Introduction is performed to compensate for head tilts.

Research confirms an extraordinarily high level of sta-
tistical reliability for iris recognition systems. Existing ap-
proaches show practical performance on diverse test sets,
reporting recognition rates above 99% and equal error rates
of less than 1% [1]. The majority of iris recognition algo-
rithms extract binary feature vectors, i.e. iris-codes, apply-
ing the fractional Hamming distance to estimate distance
scores between pairs of biometric templates. Alignment of
biometric templates is achieved by a circular bit-shifting of
iris-codes (to some degree), where the minimum obtained
Hamming distance corresponds to an optimal alignment, as
shown in Fig. 1. While most approaches to iris recogni-
tion algorithms focus on extracting highly discriminative
iris-codes, potential improvements in the comparison stage
are frequently neglected.

The contribution of this work is the proposal of a new
comparison technique for binary biometric templates, in
particular iris-codes. Since bits within binary biometric fea-
ture vectors are not mutually independent [2] (cf. Fig. 1)
comparison scores consistently improve towards an opti-
mal alignment, in case binary templates are extracted from
a single subject. In contrast, intuitively a successive im-
provement (over several bit-shifts) is not expected to hold
for comparisons of pairs of feature vectors obtained from
different subjects. The proposed iris-biometric compara-
tor utilizes these facts by fitting comparison scores to an
algorithm-dependent Gaussian function, obtained from gen-
uine comparisons (aligned at an optimal shifting position)
within a training set. Experimental evaluations are carried
out based on different iris-biometric feature extractors. Sig-
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The remainder of this paper is organized as follows: in
Section 2 related work is briefly discussed. Subsequently,
the operation mode of the proposed comparison technique
is described in detail in Section 3. Experimental results are
presented in Section 4. Section 5 concludes the paper.

2. Related Work

Focusing on iris recognition, a binary representation of
biometric features offers two major advantages: (1) rapid
authentication (even in identification mode) and (2) com-
pact storage of biometric templates. Comparisons be-
tween binary biometric feature vectors are commonly im-
plemented by the simple Boolean exclusive-OR operator
(XOR) applied to a pair of binary biometric feature vec-
tors, masked (AND’ed) by both of their corresponding mask
templates to prevent occlusions caused by eyelids or eye-
lashes from influencing comparisons. The XOR operator
@ detects disagreement between any corresponding pair
of bits, while the AND operator N ensures that the com-
pared bits are both deemed to have been uncorrupted by
noise. The norms (|| - ||) of the resulting bit vector and of
the AND’ed mask template are then measured in order to
compute a fractional Hamming distance (HD) as a measure
of the (dis-)similarity between pairs of binary feature vec-
tors {codeA, codeB} and the according mask bit vectors
{maskA, maskB} [2]:

||(codeA @ codeB) N maskA N maskB||

HD =
||maskA N maskBl||

D

Apart from the fractional Hamming distance several
other techniques of how to compare iris-codes have been
proposed. To obtain a representative user-specific iris tem-
plate during enrollment Davida et al. [3] and Ziauddin and
Dailey [10] analyze several iris-codes. Davida et al. propose
a majority decoding where the majority of bits is assigned
to according bit positions in order to reduce Hamming dis-
tances between genuine iris-codes. Ziauddin and Dailey
suggest to assign weights to each bit position, defining the
stability of bits at according positions. Hollingsworth ez al.
[5] examined the consistency of bits in iris-codes resulting
from different parts of the iris texture. The authors suggest
to mask out so-called “fragile” bits for each user, where
these bits are detected from several iris-code samples. In
experimental results the authors achieve a significant perfor-
mance gain. Obviously, applying more than one enrollment
sample yields better recognition performance [4]. Uhl and
Wild [9] have proposed the use of a constrained version of
the Levenshtein distance to tolerate e.g. segmentation inac-
curacies or non-linear deformations by employing inexact
matching. Rathgeb et al. [8] estimate the shifting variation
resulting from different shifting positions, i.e. the authors

p=05—¢€
0.4 :
as
4 -\
Z 03 G DoF= 2122)
) S o2
A " Y
f? ! : ‘\
= 0.2 ] \
< ' \ p... mean
1
"é ‘e > ‘\ o... std. dev.
A 0.1 ¢ 9 \
4 \
/l s
. ~

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Dissimilarity Scores

Figure 2. Binomial distribution of Hamming distances between
different pairs of binary biometric feature vectors.

propose a score level fusion of maximum and minimum ob-
tained Hamming distance scores obtaining a significant im-
provement regarding recognition accuracy.

3. Exploiting Preliminary Comparison Scores

A common way to estimate the average entropy of bio-
metric feature vectors is to measure the provided “degrees-
of-freedom” which are defined by d = p(1 — p)/o?, where
p is the mean HD and o2 the corresponding variance be-
tween comparisons of different pairs of binary feature vec-
tors, shown in Fig. 2. In case all bits of each binary feature
vector of length n would be mutually independent, com-
parisons of pairs of different feature vectors would yield a
binomial distribution,

B(n, k) = (Z)p‘f(l —p) = (Z)O.B” @)

and the expectation of the Hamming distance would be
E(HD(codeA,codeB)) = 1/n - E(X @Y) =np-1/n =
p = 0.5, where X and Y are two independent random vari-
ables in {0, 1}. In reality reasonable parts of feature vectors
correlate. As a consequence p decreases to 0.5 — € while
Hamming distances remain binomially distributed with a
reduction in n.

Based on the fact that not all bits in iris-codes are mu-
tually independent (e.g. in [2] feature vectors of 2048 bits
exhibit 249 degrees of freedom) comparison scores are ex-
pected to improve until an optimal alignment is reached,
which corresponds to a minimal obtained Hamming dis-
tance. In case two identical iris-codes are compared re-
sulting scores constantly decrease until 0.5 — € at a certain
shifting position (in both directions). These logical justifi-
able assumptions motivate a tracking of progressions in ob-
served comparison scores. In the following subsection the
training stage and the proposed comparison technique are
described in detail.
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Figure 3. Training stage: scores obtained from genuine compar-
isons within a training set are modeled applying a Gaussian.

3.1. Training Stage

In the proposed system a training set of iris-codes is ap-
plied to model an average algorithm-dependent distribution
of comparison scores at a certain alignment. For this pur-
pose all genuine comparisons within the training set are per-
formed. Let s(codeA, i) denote the shifting of an iris-code
codeA by i € I, = {z € Z : |z| < n} bits, then the
minimal Hamming distance of two iris-codes is defined as,

MinHD(codeA,codeB) = min (HD (codeA, s(codeB, i) )) .

i€l

3)
Once an optimal alignment is detected for each pair of
iris-codes (of a single subject) the progression of scores
with respect to the optimal alignment is tracked in an his-
togram within an adequate range (e.g. 8 bit shifts in each
direction). Based on all tracked comparison scores an aver-
age algorithm-dependent score is estimated at certain shift-

ing positions with reference to an optimal alignment.

It is found that average distributions of comparison
scores, in particular 1 — MinHD, at certain shifting posi-
tions can be approximated by a Gaussian function,

G(k,i) =t + ——e~ (k=D?/(20%) 4)
oV 2T

where ¢ represents the decision threshold of the system
and ¢ refers to the optimal shifting position. An adequate
Gaussian can be established by manual fitting or by apply-
ing any systematic approach, e.g. nonlinear least squares
fitting. The proposed training stage is schematically illus-
trated in Fig. 3.
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Figure 4. Authentication: scores at different shifting positions are
sequentially fitted to a Gaussian obtained during the training stage.

3.2. Proposed Comparison Technique

At the time of authentication the deviation of comparison
scores to the corresponding Gaussian (estimated at training
stage) is measured at different shifting positions. For this
purpose the function GaussFit is defined, which calculates
the quadratic error of the comparison score between two iris
codes codeA and codeB at a distinct shifting position k to a
Gaussian G,

GaussFit(codeA,codeB,k) =
2
(1 — HD(codeA, s(codeB, k) —G(k, i)) . )

The deviation is estimated for distinct shifting positions
ke K, = {z € Z : |2| < n} based on the optimal
shift ¢ in order to calculate the final fitting score, denoted
by GaussFit(codeA,codeB). The final score is defined
by || Yp__, GaussFit(codeA,codeB,k)||, the sum of all
quadratic errors which is normalized to the range [0, 1].
Normalization is performed based on minimum and max-
imum values which are estimated from the applied train-
ing set (during experiments occurring outliers are set to
0 or 1, respectively). Subsequently, the resulting fitting
score is combined with the MinHD comparator applying
sum rule fusion. The proposed comparator, denoted by
MinHD+GaussFit, is defined by,

MinHD+GaussFit(codeA,codeB) =
(MinHD(codeA codeB) 4+ GaussFit(codeA,codeB)) /2.

In contrast to the MinHD comparator the proposed com-
parator additionally tracks improvements of comparison

(6)



Figure 5. Preprocessing and feature extraction: (a) image of eye
(b) detection of pupil and iris (c) unwrapped and (d) preprocessed
iris texture, iris-code of (e) Ma et al. and (f) Masek.

scores towards the estimation of an optimal alignment,
which is likely for genuine comparisons. On the other hand
the presented approach is expected to increase dissimilar-
ity between pairs of iris-codes extracted from different sub-
ject where Gaussian progressions in comparison scores are
rather unlikely. Obviously, the proposed technique requires
additional computational effort over the MinHD compara-
tor, however, extra cost is kept low compared to other pro-
posed approaches (e.g. [10, 9]). Fig. 4 illustrates the opera-
tion mode of the proposed comparison technique.

4. Experimental Studies
4.1. Experimental Setup

Experiments are carried out on the CASIA-v3-Interval
iris database'. The database consists of good quality
320x280 pixel NIR illuminated indoor images, a sample
image is shown in Fig. 5 (a). At preprocessing the iris of a
given sample image is detected, un-wrapped to a rectangu-
lar texture of 512 x 64 pixel, and lighting across the texture
is normalized as shown in Fig. 5 (b)-(d).

In the feature extraction stage custom implementations
of two different algorithms extracting binary iris-codes are
employed. The first one was proposed by Ma et al. [6].
Within this approach the texture is divided into 10 stripes to
obtain 5 one-dimensional signals, each one averaged from
the pixels of 5 adjacent rows, hence, the upper 512 x 50
pixel of preprocessed iris textures are analyzed. A dyadic

The Center of Biometrics and Security Research, CASIA Iris Image
Database, http://www.sinobiometrics.com

Algorithm p o DoF (bit)
Ma et al. [6] | 0.4965 | 0.0143 1232
Masek [7] | 0.4958 | 0.0202 612

Table 1. Benchmark values of feature extraction algorithms.

wavelet transform is then performed on each of the result-
ing 10 signals, and two fixed subbands are selected from
each transform resulting in a total number of 20 subbands.
In each subband all local minima and maxima above a ad-
equate threshold are located, and a bit-code alternating be-
tween 0 and 1 at each extreme point is extracted. Using 512
bits per signal, the final code is then 512 x 20 = 10240
bit. The second feature extraction method follows an im-
plementation by Masek [7] in which filters obtained from
a Log-Gabor function are applied. Here a row-wise con-
volution with a complex Log-Gabor filter is performed on
the texture pixels. The phase angle of the resulting com-
plex value for each pixel is discretized into 2 bits. To have
a code comparable to the first algorithm, we use the same
texture size and row-averaging into 10 signals prior to ap-
plying the one-dimensional Log-Gabor filter. The 2 bits of
phase information are used to generate a binary code, which
therefore is again 512 x 20 = 10240 bit. Sample iris-codes
of both algorithms are shown in Fig. 5 (e)-(f).

4.2. Performance Evaluation

For both feature extraction methods the binomial dis-
tribution of Hamming distances between different pairs of
iris-code are plotted in Fig. 6 (a). The according means,
standard deviations, degrees of freedom are summarized
in Table 1 (iris-codes extracted by the algorithm of Ma et
al. exhibit twice as much degrees of freedom compared to
the feature extraction of Masek). At training stage all gen-
uine comparisons between pairs of iris-codes obtained from
the first 10 subjects of the database are performed. The
resulting distribution of comparison scores according to a
detected minimal Hamming distance are plotted in Fig. 6
(b)-(c). For the algorithm of Ma et al. and Masek resulting
distributions are approximated with a Gaussians, defined by
standard deviations o= 1.5 and 0=1.6, respectively.

Recognition accuracy is evaluated in terms of genuine
acceptance rate (GAR) at a certain false acceptance rate
(FAR). The GAR defines the proportion of verification
transactions with truthful claims of identity that are cor-
rectly confirmed, and the FAR defines the proportion of
verification transactions with wrongful claims of identity
that are incorrectly confirmed (ISO/IEC FDIS 19795-1). As
score distributions overlap the equal error rate (EER) of the
system is defined. At all authentication attempts 8§ circular
bit-shifts are performed in each direction for both feature
extraction methods and proposed comparators.

For the feature extraction of Ma ef al. and Masek the re-
sulting receiver operation characteristics (ROCs) are plot-
ted in Fig. 7. As can be seen, for both feature extrac-
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Figure 6. (a) Binomial distributions of Hamming distances between different pairs of feature vectors for both feature extraction algorithms
and distributions of comparison scores according to a certain optimal alignment approximated by Gaussians for (b) Ma et al. and (c) Masek.
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Figure 7. ROC curves for the presented comparison techniques applying the feature extraction method of (a) Ma et al. and (b) Masek.

tion methods, MinHD+GaussFit reveals an improved per-
formance over MinHD while GaussFit shows rather un-
practical rates. Despite this weak performance of GaussFit,
measured scores are suitable in a fusion with MinHD to im-
prove the total combined score. Applying the MinHD com-
parator EER of 0.89% and 1.29% and GARs of 97.98% and
91.74% at FARs of 0.01% are achieved for the algorithm
of Ma et al. and Masek, respectively. With respect to the
GaussFit comparator accuracy significantly decreases, e.g.
for the feature extraction of Masek an EER of 4.07% and a
GAR of 83.20% at a FAR of 0.01% is obtained. Howeyver,
a fusion of both comparators, MinHD+GaussFit, yields an
EER of 0.73% for the algorithm of Ma et al. and an EER
of 0.94% for the algorithm of Masek, since in the fusion
scenario additional information about score progressions to-
wards an optimal alignment is added. At FARs of 0.01%
GARs of 98.35% and 95.56% are achieved for both feature
extraction methods, respectively. All experimental results
with respect to obtained EERs and GARs are summarized
in Table 2 and Table 3.

The intra-class and inter-class score distributions for the
algorithm of Ma et al. applying the MinHD comparator
and the proposed MinHD+GaussFit comparator are plot-
ted in Fig. 8. Applying the proposed comparator score
distributions are further separated leading to an improved

EER (%) MinHD | GaussFit | MinHD+GaussFit
Ma et al. [6] 0.89 1.89 0.73
Masek [7] 1.29 4.07 0.94

Table 2. Equal error rates for the presented comparison techniques.

GAR (%) | MinHD | GaussFit | MinHD+GaussFit
Maetal. [6] | 97.98 92.69 98.35
Masek [7] 91.74 83.20 95.56

Table 3. Genuine acceptance rates for the presented comparison
techniques (at FAR=0.01%).

recognition accuracy. The same characteristics are ob-
served for the feature extraction method of Masek, score
distributions for the MinHD comparator and the proposed
MinHD+ GaussFit comparator are shown in Fig. 9. Focus-
ing on the MinHD+GaussFit comparator, for both feature
extraction techniques the vast majority of genuine compar-
ison scores is further reduced while standard deviation of
binomial distributions of impostor scores increase.

5. Conclusion

In this paper an improved iris-biometric comparator is
proposed. The presented comparison technique utilizes the
total series comparison scores which are estimated at the
time of template alignment, i.e. information loss is avoided.
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Figure 8. Genuine and impostor score distribution applying (a) MinHD and (b) MinHD+GaussFit for the algorithm of Ma et al.
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Figure 9. Genuine and imposter score distribution applying (a) MinHD and (b) MinHD+ GaussFit for the algorithm of Masek.

Since bits in iris-codes are not mutually independent suc-
cessive improvements within scores are observed in case of
genuine comparisons. From a training set of iris-codes dis-
tributions of comparison scores according to an estimated
optimal alignment are modeled by a Gaussian distribution.
At authentication the entire set of scores is fitted onto an
algorithm-dependent Gaussian and the normalized fitting
score is fused with the minimal obtained Hamming dis-
tance. Experiments are carried out for different iris bio-
metric feature extraction methods achieving significant im-
provements in recognition accuracy (under negligible addi-
tional computational cost) confirming the soundness of the
proposed technique.
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